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This planner abstract describes an optimal classical plan-
ner called Odin. Odin uses A* search (Hart, Nilsson, and
Raphael 1968) with an admissible heuristic (Pearl 1984)
based on abstraction heuristics and saturated transition cost
partitioning (Keller et al. 2016) to find optimal plans. Odin’s
main strength is in tasks where optimal plans contain the
same actions multiple times, which is often the case in trans-
portation domains.

Introduction

Odin is an optimal classical planner and implements a
new version of our work on subset-saturated transition
cost partitioning (Drexler, Speck, and Mattmiiller 2020;
Drexler, Seipp, and Speck 2021). The planner is built on
top of Fast Downward (Helmert 2006) and Scorpion (Seipp,
Keller, and Helmert 2020) and runs A* (Hart, Nilsson, and
Raphael 1968) with saturated transition cost partitioning
over two types of abstraction heuristics: 1. Cartesian abstrac-
tion heuristics over goal and landmark subtasks (Seipp and
Helmert 2018) computed with the batch refinement strat-
egy from Speck and Seipp (2022) and 2. Pattern databases
(Haslum et al. 2007) for systematic patterns.

Saturated Transition Cost Partitioning

Saturated transition cost partitioning is a method for admis-
sibly combining the information of a collection of abstrac-
tion heuristics (Keller et al. 2016; Drexler, Seipp, and Speck
2021). Given an ordered set of abstraction heuristics, it as-
signs to each heuristic a fraction of the remaining costs to
preserve its heuristic estimates, and leaves the remaining
costs for subsequent heuristics.

The remaining costs are represented as a transition cost
function t¢f : & x O — R that maps state-operator pairs
(i.e., transitions) to real-valued costs. Since the number of
transitions is exponential in the size of the input task, the per-
formance of the method depends heavily on a compact rep-
resentation of tcf. We use binary decision diagrams (BDDs)
(Bryant 1986) from the CUDD library (Somenzi 2015) to
compactly represent sets of states associated with the same
cost value.

A special case of a transition cost function is an operator
cost function ocf : O — R, which maps operators to real-
valued costs. Odin uses operator cost functions as a fallback

solution when using transition cost functions is too time or
memory intensive. More precisely, we use transition cost
functions when the number of transitions in an abstraction
heuristic is less than 40K.

The quality of a saturated cost partitioning heuristic de-
pends heavily on the order of the heuristics. Therefore, it is
beneficial to compute saturated cost partitionings over mul-
tiple orders and evaluates over the resulting estimates. Since
orders are optimized for a particular state, we compute new
orders in an online manner during the search (Seipp 2021).

Keeping the heuristic estimates of all states is sometimes
wasteful. Therefore, we preserve the heuristic estimates of
only the subset of states that are within a fixed perimeter
of the goal (Seipp and Helmert 2019). The perimeter is the
distance from the initial state to a goal in the abstraction. To
make subtraction of transition cost functions more efficient,
we also subtract no costs for transitions to unsolvable states
(Drexler, Seipp, and Speck 2021).

Operator Pruning Techniques

We use two operator pruning techniques, one as prepro-
cessing and one during the search. As preprocessing, after
grounding the input task, we apply the h? preprocessor from
Alcazar and Torralba (2015), which prunes spurious actions
and simplifies the task. During the search we use strong stub-
born set pruning (Alkhazraji et al. 2012; Wehrle and Helmert
2014; Roger et al. 2020). However, since the effectiveness of
strong stubborn set pruning depends strongly on the domain
and sometimes the computation does not pay off, we dis-
able the pruning if less than 20% of the successor states are
pruned after 1000 expansions.

Configurations

Odin uses a different configuration depending on the PDDL
language features that are present after grounding and sim-
plifying the task.

No Conditional Effects and No Axioms. Odin runs satu-
rated transition cost partitioning over CARTESIAN and SYS-
SCP abstraction heuristics.

Conditional Effects and No Axioms. Odin runs Scor-
pion’s saturated operator cost partitioning implementation
over the SYS-SCP abstraction heuristics. In principle, Odin



can be extended to work with conditional effects, but this
does not work out of the box because conditional effects in-
troduce an additional level of state dependency.

Axioms. Odin runs uniform cost search, i.e., A* with the
blind heuristic.

Post-competition Evaluation

Odin tied with Scorpion (Seipp 2023) for second place in
the optimal track of the 2023 International Planning Com-
petition, just behind the portfolio planner Ragnarok (Drexler
et al. 2023). In the following, we analyze the performance of
Odin and in particular compare its performance to saturated
operator cost partitioning.

Despite being awarded the second place with Scorpion,
Odin achieved slightly lower overall coverage (1 task) com-
pared to Scorpion, which uses saturated operator cost par-
titioning. The natural question is whether it paid off in the
competition to use the more expressive transition cost func-
tions over operator cost functions to get potentially more in-
formative heuristics at a higher computational cost. To an-
swer this question, we conducted a post-competition analy-
sis. For this analysis, we use the normalized domains where
available and exclude RUBIKS-CUBE since Odin does not
support conditional effects. This leaves us with six domains
of 20 tasks each. We compare Odin to a version of Odin that
uses operator cost functions, with all other components con-
figured identically.

Table 1 shows that both planners solve the same number
of tasks (62) in our post-competition experiments, and that
each solves one task that the other does not.

Table 2 compares their heuristic estimates for the initial
state and reveals that the estimates are almost always the
same. Saturated transition cost partitioning (STCP) com-
putes higher heuristic estimates for the initial state than sat-
urated operator cost partitioning (SOCP) in 5 tasks, while
the opposite is the case in 2 tasks.

Part of the reason for the similar performance is that
the STCP planner version often uses saturated operator
cost partitioning. Table 3 shows the fraction of abstraction
heuristics that used operator cost partitioning. We see that
in LABYRINTH, RECH.-ROBOTS-NORM and RICOCHET-
ROBOTS, STCP is (almost) never used. In SLITHERLINK-
NORM, only STCP was used (1.00) and yielded better es-
timates for the initial state. In QUANTUM-LAYOUT, STCP
was also heavily used (0.96) but this never resulted in better
heuristic estimates. Inspecting the found plans, we see that
none of them contains the same action multiple times. This
gives saturated transition cost partitioning fewer opportuni-
ties to successfully reuse costs in different contexts.

We conclude that, empirically, none of the algorithms out-
performs the other on the competition domains. Saturated
transition cost partitioning has worst-case exponential per-
formance, which makes it less robust on unseen tasks or
domains compared to saturated operator cost partitioning.
However, saturated transition cost partitioning has the po-
tential to produce more informative heuristics.

Domain SOCP STCP
FOLDING-NORM 8 8
LABYRINTH 3 3
QUANTUM-LAYOUT 13 14
RECH.-ROBOTS-NORM 13 13
RICOCHET-ROBOTS 19 18
SLITHERLINK-NORM 6 6
Overall 62 62

Table 1: Number of solved tasks by saturated operator
(SOCP) and saturated transition cost partitioning (STCP) in
the domains with neither conditional effects nor axioms.

Domain hSOCP > hSTCP hSOCP < hSTCP

FOLDING-NORM
LABYRINTH
QUANTUM-LAYOUT
RECH.-ROBOTS-NORM
RICOCHET-ROBOTS
SLITHERLINK-NORM

Overall
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Table 2: Comparison of the number of times that the heuris-
tic estimate for the initial state of saturated operator cost par-
titioning is larger than that of saturated transition cost parti-
tioning and vice versa.

. #STCP
Domain FSTCP+7SOCP
FOLDING-NORM 0.51
LABYRINTH 0.00
QUANTUM-LAYOUT 0.96
RECH.-ROBOTS-NORM 0.10
RICOCHET-ROBOTS 0.05
SLITHERLINK-NORM 1.00
Overall 0.14

Table 3: Fraction of abstraction heuristics that were com-
puted with saturated transition cost partitioning. The re-
maining heuristics were computed with saturated operator
cost partitioning.
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